Machine Learning and Applications (MLAP)

Open Examination - Report

Exam Number: Y6189686

**This report accompanies my code submission. For both parts of the assessment, Python 2 was used to implement the required solutions.**

# **Part 1 – Linear and Logistic Regression**

The code for this part is located in the folder Regression, in a file called *regression.py*. The folder also includes the CSV data file, which accompanies this part - *stock\_price.csv*. My algorithm implementations make use of some basic functions and data structures from the SciPy [2] Python library, and NumPy, which is part of SciPy. Prior to getting to implementation details and results, I discuss the data preparation steps that have been performed to support each of the algorithms.

### **Data preparation and pre-processing**

All of the algorithms to be described begin their execution by reading the input data file, the functionality for which is accomplished in the *read\_data\_file* function. This function converts the stock data into a NumPy ndarray, starting from the 11th row, and adding the stock price and stock volume information from the previous 10 rows to each row, as specified in the assessment. This creates a matrix, labelled as **X** throughout the code, with the size N - 10 by 21 (where N is the total number of rows). The first 10 columns contain the stock volume for each of the previous 10 days (starting from earlier days), while the next 10 – the stock price. The 21st column of this matrix contains 1’s only, and represents **x0** (the bias, easier to handle as last location).

In parallel to this, a NumPy vector labelled **y**, containing the actual price values for each day is also generated, which is also of length N - 10. For logistic regression, instead of using the stock price, the class for the day is computed through measuring the difference in price between the current and the previous day. This is accomplished in the *compute\_class* function, which returns an integer between 0 and 4, representing the computed class. There are 5 classes as defined in the assessment document.

After this step, **X** is passed to the *feature\_selection\_financial\_data* function (the same for both linear and logistic regression), which performs basis expansion, incorporating various features into the matrix. Next, data standardisation is performed on each feature of the data – location and scale transform is applied on each column, apart from the final one, which contains **x0**. Standardising the data significantly speeds up algorithm executions by scaling up the stock price and volume, or any newly created features, to the same scales. This is actually also necessary for logistic regression, since experimentation with complex features without standardisation often resulted in a floating point underflow or overflow, even when using *logsumexp*. Data scaling also has some effect on the errors/accuracies that are achieved – they can potentially be scaled up themselves, although this shouldn’t have a major effect on the final results from experiments.

For linear regression, just location transform is also applied on the **y** vector, which contains the actual stock prices for the day.

A final step in data preparation is splitting the data into two halves, to be used in the 2-fold cross validation performed by the algorithms. The function *split\_data\_random* accomplishes this, by randomly splitting the data in two equally-sized halves through shuffling. Hence, in the end we have two folds to use in cross-validation – or two pairs of X and y – called: **fold\_1\_x, fold\_2\_x, fold\_1\_y, fold\_2\_y**. The algorithms perform cross-validation by using one pair of **X** and **y** for training, and the other for validation, and vice-versa.

## **Task 1**

To accommodate for this task, I have implemented linear regression in the Python function called *linear*. My algorithm starts by preparing the data and performing basis expansion, as described previously. Then it performs 2-fold cross validation using a pair of **X** and **y** for training, and a pair for validation, and then switching pairs.

The functionality for training and validation is implemented in a separate function called *find\_theta\_linear*. The function first applies the L-BFGS-B minimization algorithm (part of SciPy [2], executed through the *minimize*[[1]](#footnote-1) function), to find optimal values for theta, through minimizing the *squared\_loss* function (defining the squared loss function for linear regression, as in lecture slides) through using the training fold for x and y. Then, theta is used to calculate the mean squared loss (MSL or MSE – mean squared error) for the validate dataset. This procedure is also applied for the other combination of training and validate data. Finally, the algorithm calculates the average mean squared loss that was calculated for the two validate datasets, by averaging the MSE for the two validate folds. This gives us the cross-validation error.

I will now discuss the results achieved from executing the algorithm with the sample dataset of stock information. In order to better present my results, I introduce the following notation. Referring to **pi** throughout this part of the assessment would be equivalent to referring to the relevant feature, which represents the price for the **i**th previous day, where **i** is the day number, with **p0** representing the stock price for the previous day, and **p9** – for the 10th previous. Equivalently, **vi** will represent the volume for the **i**th previous day. For each data point, only **p0** to **p9** and **v0** to **v9** are available.

My results from feature experimentation with the algorithm on the stock data are outlined in Table 1 below, with 9 feature sets presented. The features that were used with each execution are enlisted in the second column, separated by semicolon (the relevant theta for each feature of the models and x0 are omitted for brevity). The average mean squared error that was achieved (from the cross-validation of the randomly split data) is enlisted in the final column. The table is sorted by the MSE. Figure 1 also contains a bar chart of the MSE values of the target features (with the feature set number on the y axis, as in the table).

|  |  |  |  |
| --- | --- | --- | --- |
| **Feature set №** | **Features** | **#**  **Features[[2]](#footnote-2)** | **Average MSE** |
| 1 |  | 5 | 6.34 |
| 2 |  | 6 | 2.11 |
| 3 |  | 6 | 1.051 |
| 4 | ( and are excluded) | 78 | 0.681 |
| 5 |  | 20 | 0.4809 |
| 6 |  | 10 | 0.416 |
| 7 |  | 5 | 0.386 |
| 8 |  | 1 | 0.385 |
| 9 |  | 3 | 0.384 |

Table : Linear Regression Feature Experimentation

The results achieved indicate that complex combinations of features (feature set 4 for example) perform worse compared to much simpler feature sets. Adding higher order features such as seems to increase the MSE. The 3 best results that minimize the MSE (sets 7, 8 and 9) were achieved with only linear features. The best result in this table (set 9) only contains information of the stock price for the previous 3 days – the stock volume is not used. This leads to suggest that the stock price data provides sufficient guidance for the price of the current day.

It is important to note that due to the fact that my algorithm shuffles the data, there would be some small variations in MSE with multiple executions. Hence, it is inconclusive which of the last three models is most appropriate, but all of them should achieve a similar performance. According to Occam’s razor, the 8th feature set should be preferred, however intuitively the 9th seems to be a better choice since it encapsulates more knowledge about the price, hence my preference is to the 9th model.

Figure : Linear Regression MSE Bar Chart

## **Task 2**

To accomplish this task, I have implemented a multi-class logistic regression classifier in the Python function *logistic*. My algorithm starts similarly to linear regression, with the data read, prepared and standardised identically to linear regression. For the **y** vector, however, instead of the stock price for the current day, the class for the day is computed as an integer between 0 and 4. The data is split into two folds, and cross-validation is performed.

As for the previous task, the functionality for performing training and validation is realized in a separate function - *find\_theta\_logistic* in this case. This function begins by initializing an empty theta for each of our 5 classes (creating a matrix with the size 5 by M, where M is the number of features). Next, the L-BFGS-B minimization algorithm is applied with a slice of training data to find optimal values for theta – by making a call to the SciPy *minimize* function (similar to the previous task). L-BFGS-B minimizes the logistic cost function, implemented in *compute\_cost\_logistic*. The latter computes and returns negated values for the logistic cost and gradient, since SciPy’s *minimize* is a minimizing function.

The output values for theta are used to compute the accuracy of my classifier, estimation of which is performed on each of the two validate folds. This is accomplished in the function *logistic\_accuracy*, which reports the hard classification accuracy by estimating the class probabilities for an input θ, and by picking the highest estimate for each data point in an input dataset. It compares the computed hard estimates with the actual class values of the validate fold, and calculates the success ratio (or accuracy). Finally, the algorithm finishes by reporting the average validate accuracy for the 2-fold cross validation, by averaging the accuracies achieved with the two validate folds. The accuracy value that is reported is between 0 and 1, with 1 being 100% accurate.

My results from feature experimentation with the algorithm on the stock data are outlined in Table 2 below, with the same 9 feature sets presented, and a similar representation, as for Task 1. Figure 2 displays a bar chart with the average accuracy achieved by the feature sets.

|  |  |  |
| --- | --- | --- |
| **№** | **Features** | **Average Accuracy** |
| 1 |  | 0.86001 |
| 2 |  | 0.856 |
| 3 |  | 0.859 |
| 4 | ( and are excluded) | 0.852 |
| 5 |  | 0.8525 |
| 6 |  | 0.8564 |
| 7 |  | 0.8604 |
| 8 |  | 0.861 |
| 9 |  | 0.8604 |

Table : Logistic Regression Feature Experimentation

Figure : Logistic Regression Accuracy Bar Chart

Although the feature set performance seems to be in a similar ordering as for Task 1, all of the accuracies presented are very similar to each other, with the difference between the best and the worst accuracy being less than 0.01. In fact, extensive experimentation with various other feature sets did not yield any success in increasing the accuracy beyond 0.861.

In my opinion, this is due to two factors. The first is that, looking at the class spread for our data, one can identify that about 87% of the data is class 0 (or the price difference between current and previous days is within ±5%) – see Figure 3. This leaves the other 4 classes greatly underrepresented, and limits our capacity to learn accurate predictors for them.

The second is that the current dataset on stock price and volume perhaps isn’t sufficient to reach to accurate predictors about the last 4 classes – and more information other than stock price and volume may be required in order to effectively differentiate between them. This was indicated by examining sample computed classes (or, computed **y**) with different feature sets. Even when a prediction was made for a class different to class 0, it was often a wrong prediction (which lead to a decrease in accuracy).

Hence, the classifiers presented have been successful in predicting class 0, but are usually unsuccessful in predicting the other 4 classes. Further data/more information may be required in order to get clearer predictions on the class of stock price.

Figure : Class spread as calculated from the stock data.

## **Task 3**

To accommodate for this task, I extended my linear and logistic regression algorithms to implement ridge (L2) regularisation. This was realized in two Python functions – *reglieanr* and *reglogistic.* Regularisation code was added to the relevant cost functions – they also accept a Boolean parameter, which indicates whether regularisation should be applied. The procedure for executing the algorithms and performing cross-validation is identical as in Task 1 and Task 2. Further to that, a function called *lambda\_test­* was implemented to support the process of discovering suitable lambda values. It executes a number of repeating experiments with different lambda values (for example, 10 experiments with λ=0.5, followed by 10 with λ=0.55) and averages over each MSE or Accuracy value that was achieved with every Lambda, for a specific set of features. The averaging was implemented in order to get a more accurate estimate – as mentioned earlier, the data is shuffled on each algorithm execution, and hence there are small variations in MSE/Accuracy values with each execution.

A plot for the progression of λ for *regularised linear regression* on feature set 9 (see Table 1) is presented in Figure 4. This was produced from executing 100 identical experiments with λ varying from 0.05 to 1, and then averaging on the results (as mentioned above). The best result was achieved with λ=0.65, which is also the closest to the 0.5 balance between model complexity and fit. The MSE error that was achieved at this point is ~0.396. It is arguable whether regularisation is necessary for this particular model, which is very simple, having only 3 linear features.

Figure : Progression of Lambda for Feature set 9 – Regularised linear regression with 2-fold cross-validation

As a further example for regularised linear regression, consider Figure 5, which depicts a similar progression of λ for feature set 4 (which has 79 features and is very complex). For it, a very small value of λ such as 0.05 or smaller would be preferred, which would greatly simplify our model, and reduce the MSE achieved. In this case, regularisation has a positive effect on the model and results in a decrease of MSE from ~0.84 to about ~0.54.

Figure : Progression of Lambda for Feature set 9 – Regularised linear regression with 2-fold cross-validation

As for *regularised logistic regression*, the results were much more ambiguous. Figure 6 depicts the accuracy change for different λ values, for the 9th feature set. This result was produced from averaging 5 identical accuracy progressions, to accommodate for the shuffled data. The accuracies that were achieved are quite similar to each other, and although there are spikes such as for λ=0.75, it is inconclusive whether this is due to chance or to an actual improvement. As mentioned previously in Task 2, there seem to be some problems with the data, which prevent from achieving a substantial improvement in the accuracy. Regularisation doesn’t seem to improve my logistic regression models.

Figure : Progression of Lambda for Feature set 9 - Regularised logistic regression with 2-fold cross-validation

As an additional example for regularised logistic regression, consider Figure 7, displaying a similar progression as in Figure 6. In this figure, the accuracy steadily decreases as λ is increasing, with the minimum achieved when only the fit of the data is considered (λ=1). My interpretation of this result is that, when λ is small, the class predictors that are trained tend to predict class 0 almost 100% of the time. As λ increases and the complex model begins to be given preference, a loss in accuracy is observed due to an increase in class predictions that are incorrect.

Figure : Progression of Lambda for Feature set 9 - Regularised logistic regression with 2-fold cross-validation

# **Part 2 – Bayesian networks**

The code for this part is located in the folder called Bayesian\_networks, in a Python file called *bn.py*. The folder also includes all the data that accompanies this part – the two CSV files *bnstruct.csv* and *bndata.csv*. My submission makes use of some basic functions and data structures from the NumPy Python library, which is part of SciPy [2].

## **Task 4**

To accomplish this task, I have implemented the required function *bnbayesfit* to estimate the parameters of an input Bayesian network. The function starts by reading the two input files, specified by parameters *structure\_file\_name* and *data\_file\_name*, which contain the structure of the Bayesian network, and the sample data, respectively. This is accomplished in a separate function, called *read\_data\_file*, which composes two NumPy ndarray’s of integers (containing 0s and 1s) from the two CSV files (which are essentially matrices).

The function then proceeds with estimating each parameter of the Bayesian network independently. The functionality to estimate a parameter is implemented in the *estimate\_parameter* function. The latter uses a Bayesian approach to estimate each parameter, with a uniform prior of α=1 and β=1. This was implemented as described in Section 9.4 of [1] (page 199). The *estimate\_parameter* function simply counts the data, similar to MLE, and adds the uniform Beta prior. Counting conditional probabilities is more difficult, hence it has been implemented in a separate function *calculate\_conditional\_prob.*

The output of *bnbayesfit* is a dictionary, with each variable index as the key, and its probabilities as the value. Because there are multiple probability values for each of the condition combinations of conditional probabilities, they are organised through enclosing them in an OrderedDict (an ordered dictionary structure, part of the core Python library). Each item in this OrderedDict is a pair of conditions on the variable, along with the actual probability which was estimated with this combination of conditions.

The final data structure for *fittedbn*, which contains the fitted Bayesian network, is presented in Figure 9. The output from applying *bnbayesfit* on the assessment files has also been formatted in Figure 8 below, which contains the full list of final probability estimates.
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![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAHUMAAB2EAAAAAAAAAAAAAAxPgAA9kYAACBFTUYAAAEA5E0AAPwAAAADAAAAAAAAAAAAAAAAAAAARBIAAJ4aAADGAAAAIAEAAAAAAAAAAAAAAAAAAD8FAwDMZgQARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsAAAAAWAIAAFgCAABGAAAAXAAAAFAAAABFTUYrIkAEAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEABAAwAAAAAAAAAMEACABAAAAAEAAAAAACAPyFABwAMAAAAAAAAAARAAAAMAAAAAAAAABYAAAAMAAAAGAAAAAoAAAAQAAAAAAAAAAAAAAAJAAAAEAAAALEOAADDEAAAJQAAAAwAAAAOAACAJQAAAAwAAAAOAACAUgAAAHABAAABAAAAnP///wAAAAAAAAAAAAAAAJABAAAAAAAABEAAMUMAbwBuAHMAbwBsAGEAcwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAJAAAAAAAAAAAAmx7pAAAAAAAAAAAAAACIAAAAAAAAAEJ0r2X4fwAAAACXHukAAAAAAAAA+H8AAIgAAAAAAAAAAAAAAOkAAAAAAAAAAAAAACwAAAAAAAAAkHbRO+kAAAAgaV81+H8AACwAAAAAAAAAAAAAAAAAAABwp4Me6QAAAHCngx7pAAAALAAAACwAAAAAAAAAAAAAADk9kAEAAAAACGNfNfh/AAD/AgDh//wAQAkAAAAAAAAAnwEAAAAAAABDAG8AbgBzABCmgx7pAAAAroxXNfh/AAAAAAAAAAAAAECmgx7pAAAAEMO0Nvh/AAAAAAAAZHYACAAAAAAlAAAADAAAAAEAAAAlAAAADAAAAAEAAAAlAAAADAAAAAEAAAASAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAaAEAAAAAAAAAAAAAGAoAAHQAAAABAAAAHICHQD9Ah0AAAAAAXAAAAC8AAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACsAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAwACAAIAA9ACAAIAAxACAAfAAgADEAIAA9ACAAMAAgACkAIAA9ACAAMAAuADQANwA4ADkAMQA5ADQAOQAxADUAMgA1AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAABkKAAAAAAAATwoAAHQAAAABAAAAHICHQD9Ah0AZCgAAXAAAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAaAEAAAAAAAB1AAAAGAoAAOkAAAABAAAAHICHQD9Ah0AAAAAA0QAAAC8AAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACsAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAwACAAIAA9ACAAIAAwACAAfAAgADEAIAA9ACAAMAAgACkAIAA9ACAAMAAuADUAMgAxADAAOAAwADUAMAA4ADQANwA1AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAABkKAAB1AAAATwoAAOkAAAABAAAAHICHQD9Ah0AZCgAA0QAAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAaAEAAAAAAADqAAAAGAoAAF4BAAABAAAAHICHQD9Ah0AAAAAARgEAAC8AAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACsAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAwACAAIAA9ACAAIAAxACAAfAAgADEAIAA9ACAAMQAgACkAIAA9ACAAMAAuADkAMwA2ADEANwAwADIAMQAyADcANgA2AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAABkKAADqAAAATwoAAF4BAAABAAAAHICHQD9Ah0AZCgAARgEAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAaAEAAAAAAABfAQAAGAoAANMBAAABAAAAHICHQD9Ah0AAAAAAuwEAAC8AAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACsAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAwACAAIAA9ACAAIAAwACAAfAAgADEAIAA9ACAAMQAgACkAIAA9ACAAMAAuADAANgAzADgAMgA5ADcAOAA3ADIAMwA0AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAABkKAABfAQAATwoAANMBAAABAAAAHICHQD9Ah0AZCgAAuwEAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAMAEAAAAAAADUAQAAKQgAAEgCAAABAAAAHICHQD9Ah0AAAAAAMAIAACYAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACYAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAxACAAIAA9ACAAMAAgACkAIAA9ACAAMAAuADkANAAzADcAMQAxADIANQA3ADcANAA4ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAqCAAA1AEAAGAIAABIAgAAAQAAAByAh0A/QIdAKggAADACAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAADgBAAAAAAAASQIAAGAIAAC9AgAAAQAAAByAh0A/QIdAAAAAAKUCAAAnAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAnAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAAMQAgACAAPQAgADEAIAApACAAPQAgADAALgAwADUANgAyADgAOAA3ADQAMgAyADUAMQA1AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAABhCAAASQIAAJcIAAC9AgAAAQAAAByAh0A/QIdAYQgAAKUCAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGgBAAAAAAAAvwIAABgKAAAzAwAAAQAAAByAh0A/QIdAAAAAABsDAAAvAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAAMgAgACAAPQAgACAAMQAgAHwAIAAwACAAPQAgADAAIAApACAAPQAgADAALgAzADAAMwA1ADMAMQA3ADgANgAwADcANQAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAZCgAAvwIAAE8KAAAzAwAAAQAAAByAh0A/QIdAGQoAABsDAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGgBAAAAAAAANAMAABgKAACoAwAAAQAAAByAh0A/QIdAAAAAAJADAAAvAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAAMgAgACAAPQAgACAAMAAgAHwAIAAwACAAPQAgADAAIAApACAAPQAgADAALgA2ADkANgA0ADYAOAAyADEAMwA5ADIANQAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAZCgAANAMAAE8KAACoAwAAAQAAAByAh0A/QIdAGQoAAJADAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAABQBAAAAAAAAqQMAABYHAAAdBAAAAQAAAByAh0A/QIdAAAAAAAUEAAAhAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAkAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAAMgAgACAAPQAgACAAMQAgAHwAIAAwACAAPQAgADEAIAApACAAPQAgAAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAKAAAAAXBwAAqQMAABgKAAAdBAAAAQAAAByAh0A/QIdAFwcAAAUEAAAOAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAaAAAADAALgA2ADAAOQA4ADIAMwA3ADIANwA0ADcAMQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAGQoAAKkDAABPCgAAHQQAAAEAAAAcgIdAP0CHQBkKAAAFBAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAABoAQAAAAAAAB4EAAAYCgAAkgQAAAEAAAAcgIdAP0CHQAAAAAB6BAAALwAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAKwAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADIAIAAgAD0AIAAgADAAIAB8ACAAMAAgAD0AIAAxACAAKQAgAD0AIAAwAC4AMwA5ADAAMQA3ADYAMgA3ADIANQAyADkAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAGQoAAB4EAABPCgAAkgQAAAEAAAAcgIdAP0CHQBkKAAB6BAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAAAwAQAAAAAAAJMEAAApCAAABwUAAAEAAAAcgIdAP0CHQAAAAADvBAAAJgAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAJgAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADMAIAAgAD0AIAAwACAAKQAgAD0AIAAwAC4AOQA5ADAANwAwADEAOAA1ADkANgAyADgANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAACoIAACTBAAAYAgAAAcFAAABAAAAHICHQD9Ah0AqCAAA7wQAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAPAEAAAAAAAAIBQAAlwgAAHwFAAABAAAAHICHQD9Ah0AAAAAAZAUAACgAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACcAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAAzACAAIAA9ACAAMQAgACkAIAA9ACAAMAAuADAAMAA5ADIAOQA4ADEANAAwADMANwAxADkAMwA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAACYCAAACAUAAM4IAAB8BQAAAQAAAByAh0A/QIdAmAgAAGQFAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGwBAAAAAAAAfQUAAE8KAADxBQAAAQAAAByAh0A/QIdAAAAAANkFAAAwAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANAAgACAAPQAgACAAMQAgAHwAIAAzACAAPQAgADAAIAApACAAPQAgADAALgAwADEAMQAyADAAMAA4ADAANwAyADYANQA0ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAUAoAAH0FAACGCgAA8QUAAAEAAAAcgIdAP0CHQFAKAADZBQAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAABoAQAAAAAAAPIFAAAYCgAAZgYAAAEAAAAcgIdAP0CHQAAAAABOBgAALwAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAKwAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADQAIAAgAD0AIAAgADAAIAB8ACAAMwAgAD0AIAAwACAAKQAgAD0AIAAwAC4AOQA4ADgANwA5ADkAMQA5ADIANwAzADUAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAGQoAAPIFAABPCgAAZgYAAAEAAAAcgIdAP0CHQBkKAABOBgAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAACsAAAAAAAAAGcGAABvAwAA2wYAAAEAAAAcgIdAP0CHQAAAAADDBgAAEAAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAGwAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADQAIAAgADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAADAEAAHADAABnBgAATwoAANsGAAABAAAAHICHQD9Ah0BwAwAAwwYAACAAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACMAAAAPQAgACAAMQAgAHwAIAAzACAAPQAgADEAIAApACAAPQAgADAALgAwADcANAA0ADYAOAAwADgANQAxADAANgA0ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAABQCgAAZwYAAIYKAADbBgAAAQAAAByAh0A/QIdAUAoAAMMGAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGgBAAAAAAAA3AYAABgKAABQBwAAAQAAAByAh0A/QIdAAAAAADgHAAAvAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANAAgACAAPQAgACAAMAAgAHwAIAAzACAAPQAgADEAIAApACAAPQAgADAALgA5ADIANQA1ADMAMQA5ADEANAA4ADkANAAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAZCgAA3AYAAE8KAABQBwAAAQAAAByAh0A/QIdAGQoAADgHAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAKQBAAAAAAAAUQcAAD4MAADFBwAAAQAAAByAh0A/QIdAAAAAAK0HAAA5AAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAwAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANQAgACAAPQAgACAAMQAgAHwAIAAxACAAPQAgADAAOwAgADQAIAA9ACAAMAAgACkAIAA9ACAAMAAuADAAMAAwADEAMAA3ADIAMAA0ADEAMQA2ADYAMwA4AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAA/DAAAUQcAAHUMAADFBwAAAQAAAByAh0A/QIdAPwwAAK0HAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAJABAAAAAAAAxwcAAJkLAAA7CAAAAQAAAByAh0A/QIdAAAAAACMIAAA2AAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAuAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANQAgACAAPQAgACAAMAAgAHwAIAAxACAAPQAgADAAOwAgADQAIAA9ACAAMAAgACkAIAA9ACAAMAAuADkAOQA5ADgAOQAyADcAOQA1ADgAOAAzADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAmgsAAMcHAADQCwAAOwgAAAEAAAAcgIdAP0CHQJoLAAAjCAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAACQAQAAAAAAADwIAACZCwAAsAgAAAEAAAAcgIdAP0CHQAAAAACYCAAANgAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAALgAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADUAIAAgAD0AIAAgADEAIAB8ACAAMQAgAD0AIAAwADsAIAA0ACAAPQAgADEAIAApACAAPQAgADAALgA5ADkAMQAyADIAOAAwADcAMAAxADcANQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAJoLAAA8CAAA0AsAALAIAAABAAAAHICHQD9Ah0CaCwAAmAgAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAeAAAAAAAAACxCAAAgAEAACUJAAABAAAAHICHQD9Ah0AAAAAADQkAAAcAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABcAAAAUAByAG8AYgBhAGIAaQAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAdAEAAIEBAACxCAAABwwAACUJAAABAAAAHICHQD9Ah0CBAQAADQkAADEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACwAAAAbABpAHQAeQAoACAANQAgACAAPQAgACAAMAAgAHwAIAAxACAAPQAgADAAOwAgADQAIAA9ACAAMQAgACkAIAA9ACAAMAAuADAAMAA4ADcANwAxADkAMgA5ADgAMgA0ADUANgAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAAgMAACxCAAAPgwAACUJAAABAAAAHICHQD9Ah0AIDAAADQkAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAkAEAAAAAAAAmCQAAmQsAAJoJAAABAAAAHICHQD9Ah0AAAAAAggkAADYAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAAC4AAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAA1ACAAIAA9ACAAIAAxACAAfAAgADEAIAA9ACAAMQA7ACAANAAgAD0AIAAwACAAKQAgAD0AIAAwAC4AOQA5ADgAMgAxADQAMgA4ADUANwAxADQANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAACaCwAAJgkAANALAACaCQAAAQAAAByAh0A/QIdAmgsAAIIJAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAJwBAAAAAAAAmwkAAAcMAAAPCgAAAQAAAByAh0A/QIdAAAAAAPcJAAA4AAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAvAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANQAgACAAPQAgACAAMAAgAHwAIAAxACAAPQAgADEAOwAgADQAIAA9ACAAMAAgACkAIAA9ACAAMAAuADAAMAAxADcAOAA1ADcAMQA0ADIAOAA1ADcAMQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAACAwAAJsJAAA+DAAADwoAAAEAAAAcgIdAP0CHQAgMAAD3CQAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAACQAQAAAAAAABAKAACZCwAAhAoAAAEAAAAcgIdAP0CHQAAAAABsCgAANgAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAALgAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADUAIAAgAD0AIAAgADEAIAB8ACAAMQAgAD0AIAAxADsAIAA0ACAAPQAgADEAIAApACAAPQAgADAALgA4ADMAMwAzADMAMwAzADMAMwAzADMAMwA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAJoLAAAQCgAA0AsAAIQKAAABAAAAHICHQD9Ah0CaCwAAbAoAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAOAEAAAAAAACFCgAAYAgAAPkKAAABAAAAHICHQD9Ah0AAAAAA4QoAACcAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACcAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAA1ACAAIAA9ACAAIAAwACAAfAAgADEAIAA9ACAAMQA7ACAANAAgAD0AIAAxACAAKQAgAD0AAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAGEIAACFCgAAlwgAAPkKAAABAAAAHICHQD9Ah0BhCAAA4QoAAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAJUAAAAoAAAAJgIAACFCgAAmQsAAPkKAAABAAAAHICHQD9Ah0CYCAAA4QoAAA4AAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABoAAAAMAAuADEANgA2ADYANgA2ADYANgA2ADYANgA3ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAACaCwAAhQoAANALAAD5CgAAAQAAAByAh0A/QIdAmgsAAOEKAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGgBAAAAAAAA+goAABgKAABuCwAAAQAAAByAh0A/QIdAAAAAAFYLAAAvAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANgAgACAAPQAgACAAMQAgAHwAIAA1ACAAPQAgADAAIAApACAAPQAgADAALgA5ADUAMQA0ADMANgA1ADMANQAxADYAMwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAZCgAA+goAAE8KAABuCwAAAQAAAByAh0A/QIdAGQoAAFYLAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGgBAAAAAAAAbwsAABgKAADjCwAAAQAAAByAh0A/QIdAAAAAAMsLAAAvAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANgAgACAAPQAgACAAMAAgAHwAIAA1ACAAPQAgADAAIAApACAAPQAgADAALgAwADQAOAA1ADYAMwA0ADYANAA4ADMANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAAAZCgAAbwsAAE8KAADjCwAAAQAAAByAh0A/QIdAGQoAAMsLAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGwBAAAAAAAA5AsAAE8KAABYDAAAAQAAAByAh0A/QIdAAAAAAEAMAAAwAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANgAgACAAPQAgACAAMQAgAHwAIAA1ACAAPQAgADEAIAApACAAPQAgADAALgAwADIAMAA3ADEAMAAwADUAOQAxADcAMQA2ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAUAoAAOQLAACGCgAAWAwAAAEAAAAcgIdAP0CHQFAKAABADAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAABoAQAAAAAAAFkMAAAYCgAAzQwAAAEAAAAcgIdAP0CHQAAAAAC1DAAALwAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAKwAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADYAIAAgAD0AIAAgADAAIAB8ACAANQAgAD0AIAAxACAAKQAgAD0AIAAwAC4AOQA3ADkAMgA4ADkAOQA0ADAAOAAyADgAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAGQoAAFkMAABPCgAAzQwAAAEAAAAcgIdAP0CHQBkKAAC1DAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAACQAQAAAAAAAM8MAACZCwAAQw0AAAEAAAAcgIdAP0CHQAAAAAArDQAANgAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAALgAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADcAIAAgAD0AIAAgADEAIAB8ACAAMgAgAD0AIAAwADsAIAA1ACAAPQAgADAAIAApACAAPQAgADAALgAxADAANAAzADAAOAA4ADMAMgAxADMAMQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAJoLAADPDAAA0AsAAEMNAAABAAAAHICHQD9Ah0CaCwAAKw0AAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAkAEAAAAAAABEDQAAmQsAALgNAAABAAAAHICHQD9Ah0AAAAAAoA0AADYAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAAC4AAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAA3ACAAIAA9ACAAIAAwACAAfAAgADIAIAA9ACAAMAA7ACAANQAgAD0AIAAwACAAKQAgAD0AIAAwAC4AOAA5ADUANgA5ADEAMQA2ADcAOAA2ADkANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAACaCwAARA0AANALAAC4DQAAAQAAAByAh0A/QIdAmgsAAKANAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAJABAAAAAAAAuQ0AAJkLAAAtDgAAAQAAAByAh0A/QIdAAAAAABUOAAA2AAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAuAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANwAgACAAPQAgACAAMQAgAHwAIAAyACAAPQAgADAAOwAgADUAIAA9ACAAMQAgACkAIAA9ACAAMAAuADcAMAAwADYAOAAwADIANwAyADEAMAA5ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAmgsAALkNAADQCwAALQ4AAAEAAAAcgIdAP0CHQJoLAAAVDgAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAACQAQAAAAAAAC4OAACZCwAAog4AAAEAAAAcgIdAP0CHQAAAAACKDgAANgAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAALgAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADcAIAAgAD0AIAAgADAAIAB8ACAAMgAgAD0AIAAwADsAIAA1ACAAPQAgADEAIAApACAAPQAgADAALgAyADkAOQAzADEAOQA3ADIANwA4ADkAMQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAAYAAAADAAAAAAAAAJUAAAAVAAAAJoLAAAuDgAA0AsAAKIOAAABAAAAHICHQD9Ah0CaCwAAig4AAAEAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAABQAAAAIAAAADcAAAAYAAAADAAAAAAAAAISAAAADAAAAAEAAAAYAAAADAAAAAAAAAJUAAAAJAEAAAAAAACjDgAAuwcAABcPAAABAAAAHICHQD9Ah0AAAAAA/w4AACQAAABMAAAABAAAAAAAAAAAAAAAsQ4AAMMQAACUAAAAUAByAG8AYgBhAGIAaQBsAGkAdAB5ACgAIAA3ACAAIAA9ACAAIAAxACAAfAAgADIAIAA9ACAAMQA7ACAANQAgAD0AIAAwACAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAALQAAAC8BwAAow4AAGILAAAXDwAAAQAAAByAh0A/QIdAvAcAAP8OAAARAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAcAAAACkAIAA9ACAAMAAuADcAOQAzADMAOAAyADUAMgA3ADkANwCAPzcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAABjCwAAow4AAJkLAAAXDwAAAQAAAByAh0A/QIdAYwsAAP8OAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAIwBAAAAAAAAGA8AAGILAACMDwAAAQAAAByAh0A/QIdAAAAAAHQPAAA1AAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAuAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANwAgACAAPQAgACAAMAAgAHwAIAAyACAAPQAgADEAOwAgADUAIAA9ACAAMAAgACkAIAA9ACAAMAAuADIAMAA2ADYAMQA3ADQANwAyADAAMwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAAGAAAAAwAAAAAAAACVAAAAFQAAABjCwAAGA8AAJkLAACMDwAAAQAAAByAh0A/QIdAYwsAAHQPAAABAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAAUAAAACAAAAA3AAAAGAAAAAwAAAAAAAACEgAAAAwAAAABAAAAGAAAAAwAAAAAAAACVAAAAGwBAAAAAAAAjQ8AAE8KAAABEAAAAQAAAByAh0A/QIdAAAAAAOkPAAAwAAAATAAAAAQAAAAAAAAAAAAAALEOAADDEAAArAAAAFAAcgBvAGIAYQBiAGkAbABpAHQAeQAoACAANwAgACAAPQAgACAAMQAgAHwAIAAyACAAPQAgADEAOwAgADUAIAA9ACAAMQAgACkAIAA9ACAAMAAuADkAMgAxADgANwA1ADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAABgAAAAMAAAAAAAAAlQAAABUAAAAUAoAAI0PAACGCgAAARAAAAEAAAAcgIdAP0CHQFAKAADpDwAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAAAANwAAABgAAAAMAAAAAAAAAhIAAAAMAAAAAQAAACUAAAAMAAAAAQAAACUAAAAMAAAAAQAAACUAAAAMAAAAAQAAABgAAAAMAAAAAAAAAlQAAABsAQAAAAAAAAIQAABPCgAAdhAAAAEAAAAcgIdAP0CHQAAAAABeEAAAMAAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAKwAAABQAHIAbwBiAGEAYgBpAGwAaQB0AHkAKAAgADcAIAAgAD0AIAAgADAAIAB8ACAAMgAgAD0AIAAxADsAIAA1ACAAPQAgADEAIAApACAAPQAgADAALgAwADcAOAAxADIANQA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAAA3AAAANwAAADcAAABSAAAAcAEAAAIAAACk////AAAAAAAAAAAAAAAAkAEAAAAAAAAEQAAiQwBhAGwAaQBiAHIAaQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAkAAAAAAAAAAACbHukAAAAAAAAAAAAAAIgAAAAAAAAAQnSvZfh/AAAAAJce6QAAAAAAAAD4fwAAiAAAAAAAAAAAAAAA6QAAAAAAAAAAAAAAJQAAAAAAAAAYXNE76QAAACBpXzX4fwAAJQAAAAAAAAAAAAAAAAAAAHCngx7pAAAAcKeDHukAAAAlAAAAJQAAAAAAAAAAAAAANy6QAQAAAg8IY181+H8AAP8CAOD/rABAAQAAAAAAAACfAQAAAAAAAEMAYQBsAGkAEKaDHukAAACujFc1+H8AAAAAAAAAAAAAQKaDHukAAAAQw7Q2+H8AAAAAAABkdgAIAAAAACUAAAAMAAAAAgAAACUAAAAMAAAAAgAAACUAAAAMAAAAAgAAABgAAAAMAAAAAAAAAlQAAABUAAAAUAoAAAYQAACFCgAAdhAAAAEAAAAcgIdAP0CHQFAKAABeEAAAAQAAAEwAAAAEAAAAAAAAAAAAAACxDgAAwxAAAFAAAAAgAA44NgAAABgAAAAMAAAAAAAAAiUAAAAMAAAADgAAgCUAAAAMAAAADgAAgEYAAAA0AAAAKAAAAEVNRisqQAAAJAAAABgAAAAAAIA/AAAAgAAAAIAAAIA/AAAAgAAAAIBGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=)*Figure 9: Formatted output from bnbayesfit, containing all probabilities for bstruct.csv. 1=0 is equivalent to variable 1 is False.*

## **Task 5**

To accommodate for this task, the required *bnsample* function was implemented, to sample from a probability distribution, as defined by the *fittedbn* input parameter. My implementation uses Ancestral sampling (as defined in slide 8 of the MLAP Markov Chain Monte Carlo lecture and 27.2 of [1]) to generate *nsamples* number of samples (*nsamples* is the second parameter to *bnsample*) and return them as a NumPy ndarray.

Ancestral sampling itself is implemented in the *ancestral\_sampling* function, and returns a single joint sample of the probability distribution of the fitted Bayesian network. The procedure for sample generation begins by sorting the input BN by length, in this way, placing variables with fewer or no conditions in the beginning, which is desirable. This allows for sampling some of the variables straight away.

To support sampling of more complex combinations of variables, the function maintains a dictionary of already sampled variables with their value, which is used in estimating conditional probabilities (implemented in the *conditional\_sample* function). In addition, a list of variables which couldn’t be estimated (because of unknown values for variables at the time of inspection) is also maintained. In the end, if the sample doesn’t contain estimates for all variables of the BN, a recursive call is made to ancestral*\_sampling* such as to go over the BN again, and attempt to estimate any outstanding variables. This approach should work well with any BN that is acyclic (cyclic networks are not supported).

A sample output for *nsamples*=10 is presented in Figure 10 below.
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Figure : Output from bnsample with nsamples=10.

Hence, one can use this sampling approach to produce estimates for any conditional probability defined by the Bayesian network – the functionality for this is in the *conditional\_sample* function. The necessary prerequisite is to already have estimated the values of the parents. Then, one can use the probability distribution of the BN to draw a sample for the target conditional probability.

As an example of the estimating process, consider the approach for estimating the probability of (0 and 1 are variables, 0=1 is identical to 0=True) as defined by the input Bayesian network (with probability distribution outlined in Figure 9). The sampler would first need to estimate a value for – this can be accomplished simply by drawing a random number between 0 and 1 (variable 1 has no conditions), and comparing its value to the probability for variable 1=1 (which is ~0.056 as specified by our BN probability distribution). Let’s assume that the random value drawn is smaller than the probability. Then, we can set the value of variable 1 to True, which can in turn be used to estimate our original target . This is similarly accomplished by drawing another random number and by comparing it to the relevant probability estimate for this scenario (which is ~0.93). If this newly drawn value is less than 0.93, we set the final sampled value for variable 0 to True. This in turn allows for estimating of other variables that are children of variable 0 (such as variable 2).

Ancestral sampling can be performed efficiently, when values for all parents can easily be estimated. It is inefficient, when estimating probabilities for multiple variables, which are dependent (as explained in section 27.2.1 of [1]). The latter case means that sampling would get very complex, having to find alternative representations.

With respect to the final question of this task, consider figures 11, 12, 10 and 13, which present sample outputs from *bnsample*, executed with *nsample* of 3, 5, 10 and 20. Increasing the number of samples generates a more accurate representation of the probability distribution of the Bayesian network, since there’s more information about each of the variables. For example, according to Figure 11 (variable 1 is the second column) would be 0 (all the samples given are *False*), however in Figure 12, one of the samples has value 1 for variable 1, which changes our expectation for variable 1. As the number of samples increases, we get closer and closer to the original estimate from the previous task ().
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Figure : Output from bnsample with nsamples=3.
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Figure : Output from bnsample with nsamples=5.
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Figure : Output from bnsample with nsamples=20.
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